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Abstract

A theoretical analysis of thermal instability driven by buoyancy forces under the transient temperature fields is conducted in an ini-
tially quiescent, fluid-saturated and horizontal porous layer. Darcy’s law is used to explain the characteristics of fluid motion and under
the principle of exchange of stabilities, the linear stability theory is employed to derive stability equations. The stability equations are
analyzed by the initial value approach with the proper initial conditions. Two stability limits, ss and sr are obtained under the strong
and the relative stability concepts. The critical condition of onset of buoyancy-driven convection is governed by the Darcy–Rayleigh
number, as expected. The growth period for disturbances to grow is seemed to be required until the instabilities are detected experimen-
tally. The convective motion can be detected experimentally from a certain time s0 ffi 4sr.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

It is well known that the buoyancy-driven phenomena in
the porous media have a wide variety of engineering appli-
cations, such as geothermal reservoirs, agricultural product
storage systems, packed-bed catalytic reactors, the pollu-
tant transport in underground and the heat removal of
nuclear power plants. Recently, the buoyancy-driven phe-
nomena in porous media have been extensively studied in
connection with the enhanced carbon dioxide dissolution
into the saline water confined within the geologically stable
formations [1–3].

For the system under the stationary boundary condi-
tions Horton and Rogers [4] and Lapwood [5] conducted
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the theoretical analysis on the critical condition of the
onset of buoyancy-driven motion in fluid-saturated hori-
zontal porous layers. They employed Darcy’s law to
express the flow characteristics in the porous layers and
analyzed the effect of Darcy number on the onset condition
of buoyancy-driven convection. However, when the
boundary conditions are suddenly changed, as is the case
of a temperature step function increase, the basic tempera-
ture profile of pure conduction becomes time-dependent
and a new problem arises. In this case buoyancy-driven
convection sets in before the basic temperature profile
becomes fully developed. Most of engineering applications
in this field involve developing the nonlinear basic temper-
ature profile. Therefore it is important to predict when the
buoyancy-driven motion sets in. To analyze this kind of
thermal instability in fluid layers Foster [6] treated the time
dependency as an initial value problem. By employing the
amplification theory Kaviany [7] analyzed the onset condi-
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Nomenclature

a dimensionless wave number
a* modified wave number, a

ffiffiffi
s
p

c specific heat (J kg�1 K�1)
d fluid layer thickness (m)
Da Darcy number, K/d2

E average thermal energy
g gravitational acceleration (m s�2)
K permeability (m2)
k thermal conductivity (W m�1 K�1)
P pressure (Pa)
Rac Rayleigh number, egbcd5=ða2

emÞðqcÞf=ðqcÞ�
RaD Darcy–Rayleigh number, DaRac

Ra�D modified Darcy–Rayleigh number, RaDs3/2

T temperature (K)
(U,V,W) velocities in Cartesian coordinates (m s�1)
(u,v,w) dimensionless velocity disturbances in Cartesian

coordinates
(X,Y,Z) Cartesian coordinates (m)
(x,y,z) dimensionless Cartesian coordinates

Greek symbols

a thermal diffusivity (m2 s�1)
b thermal expansion coefficient (K�1)
DT temperature difference (K)

DT thermal penetration depth
dT dimensionless thermal penetration depth
e porosity
f dimensionless similarity variable, z/s1/2

h1 dimensionless temperature disturbance, gbd3T1 /
(am)

h0 dimensionless basic temperature, ae(T0 � Ti)/(/
d2)

l viscosity (Pa s)
q density (kg m�3)
m kinematic viscosity (m2 s�1)
s dimensionless time

Subscripts

0 basic quantities
1 perturbation quantities
c critical conditions
e effective properties
f fluid properties
i initial state
s solid matrix properties

Superscript

* quantities in (s,f)-domian

Fig. 1. Schematic diagram of system considered here.
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tion of buoyancy-driven convection in the porous medium
with internal heat sources. Homsy [8] and Wankat and
Homsy [9] introduced the energy method, which suggested
necessary stability condition. Caltagirone [10] extended the
energy method and the amplification theory to the porous
media heated form below. Kim et al. [11] analyzed the
onset of Rayleigh–Bénard convection by employing the
propagation theory which employs the thermal penetration
depth as a length scaling factor and transforms the linear-
ized equations into the similar forms. Later, Kim et al. [12]
applied propagation theory to the buoyancy-driven con-
vection in the porous media. Tan and Thorpe [13] proposed
maximum-Rayleigh number criterion wherein the tempera-
ture profile assumed to be linear within Z = Zmax(t), and
defined the onset time when newly defined transient-
Rayleigh number reached the conventional steady-state
Rayleigh number. Recently, Tan et al. [14] extended maxi-
mum-Rayleigh number criterion to the porous media.

In the present study thermal instability of initially qui-
escent, fluid-saturated, horizontal porous layer subjected
to time-dependent heating is analyzed theoretically with
initial value problem approach. Since the present predic-
tions will be compared with the extant experimental data,
the present study may complement the recent theoretical
work [1,3] in the onset of buoyancy-driven convection
where their predictions have not been justified exper-
imentally.
2. Theoretical analysis

2.1. Governing equations

The system considered here is an initially quiescent,
fluid-saturated, horizontal porous layer of depth d, as
shown in Fig. 1. The solid substrate has a constant porosity
e and permeability K. And the interstitial fluid is character-
ized by thermal expansion coefficient b, density q, heat
capacity (qc)f and kinematic viscosity m. The porous med-
ium is regarded as a homogeneous and isotropic fluid with
heat capacity (qc)e = e(qc)f + (1 � e)(qc)s and thermal con-
ductivity ke = ekf + (1 � e)ks. Before heating the fluid layer
is maintained at uniform temperature Ti for time t < 0. For
time t P 0 the lower boundary is heated with constant
heating rate c. For this system the governing equations of
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flow and temperature fields are expressed employing the
Boussinesq approximation and Darcy’s model [15]

r �U ¼ 0; ð1Þ
l
K

U ¼ �rP þ qg; ð2Þ

o

ot
þ e
ðqcÞf
ðqcÞe

U � r
� �

T ¼ aer2T ; ð3Þ

q ¼ qi½1� bðT � T iÞ�; ð4Þ

where U is the velocity vector, T the temperature, P the
pressure, l the viscosity, ae(=ke/(qc)e) the effective thermal
diffusivity and g the gravitational acceleration. The sub-
script i represents the initial state. Katto and Masuoka
[15] discussed the physical properties of porous medium
and showed experimentally the effect of the Darcy number
on the critical condition of the onset of buoyancy-driven
convection.

The important parameters to describe the present system
are the Darcy number Da, the Rayleigh number based on
the temporal heating rate Rac and the Darcy–Rayleigh
number RaD defined by

Da ¼ K

d2
; Rac ¼

gbcd5

a2
em

e
ðqcÞf
ðqcÞe

; and RaD ¼ DaRac; ð5Þ

where Rac is rescaled with the temperature scale of c d2/ae.
For a system of large Rac, the stability problem becomes
transient and very difficult, and the critical time tc to mark
the onset of buoyancy-driven motion remains unsolved.
For this transient stability analysis we define a set of non-
dimensionalized variables s, z, h0 by using the scale of time
d2/ae, length d and temperature cd2/ae. Then the basic con-
duction state is represented in dimensionless form by

oh0

os
¼ o2h0

oz2
ð6Þ

with the following initial and boundary conditions,

h0 ¼ 0 at s ¼ 0; ð7aÞ
h0 ¼ s at z ¼ 0 and h0 ¼ 0 at z ¼ 1: ð7bÞ

The above equations can be solved by using the conven-
tional separation of variables technique and Laplace trans-
form method as follows:

h0 ¼ sð1� zÞ � 2
X1
n¼0

sinðnpzÞ
ðnpÞ3

f1� expð�n2p2sÞg; ð8aÞ

h0 ¼ 4s
X1
n¼0

ð�1Þn i2erfc
nffiffiffi
s
p þ f

2

� �
þ i2erfc

nþ 1ffiffiffi
s
p � f

2

� �� �
;

ð8bÞ

where f ¼ z=
ffiffiffi
s
p

and i2erfcðnÞ ¼ 1
4
ð1þ 2n2ÞerfcðnÞ � 2nffiffi

p
p exp

n
ð�n2Þg. For the limiting case of s ? 0, the above two basic
temperature fields are well-approximated by

h�0ðfÞ ¼ 4i2erfc
f
2

� �
; ð9Þ

where h�0ðfÞ ¼ h0ðs; fÞ=s.
2.2. Stability analysis

Under the linear stability theory the disturbances caused
by the onset of thermal convection can be formulated, in
dimensionless form, in term of the temperature component
h1 and the vertical velocity component w1 by decomposing
Eqs. (1)–(4)

r2w1 ¼ �r2
1h1; ð10Þ

oh1

os
þ RaDw1

oh0

oz
¼ r2h1; ð11Þ

where r2 ¼ o2

ox2 þ o2

oy2 þ o2

oz2 and r2
1 ¼ o2

ox2 þ o2

oy2. The velocity
component has the scale of a/d and the temperature com-
ponent has the scale of am/(gbd3). The proper boundary
conditions are given by

w1 ¼ h1 ¼ 0 at z ¼ 0 and z ¼ 1: ð12Þ

The boundary conditions represent no flow through the
boundaries and the fixed temperature on the upper bound-
ary and the adiabatic conditions of the lower boundary.

According to the normal mode analysis, convective
motion is assumed to exhibit the horizontal periodicity
[16]. Then the perturbed quantities can be expressed as
follows:

½w1ðs; x; y; zÞ; h1ðs; x; y; zÞ�
¼ ½w1ðs; zÞ; h1ðs; zÞ� expbjðaxxþ ayyÞc; ð13Þ

where j is the imaginary number. Substituting the above
Eq. (13) into Eqs. (10)–(12) produces the usual amplitude
functions in terms of the horizontal wave number
a ¼ ða2

x þ a2
yÞ

1=2.

ðD2 � a2Þw1 ¼ a2h1; ð14Þ
oh1

os
¼ ðD2 � a2Þh1 � RaDw1Dh0; ð15Þ

where D = d/dz.
By employing the Galerkin method, the w1 and h1 are

represented by a system of linearly independent functions
as

w1 ¼
XN

l¼1

AlðsÞ sinðlpzÞ; h1 ¼
XN

l¼1

BlðsÞ sinðlpzÞ: ð16Þ

Here, we choose the trial functions that satisfy the bound-
ary conditions of Eq. (12) for the Darcy equation rather
than those for the conventional Navier–Stokes equation.
By substituting the above relation into Eqs. (14) and (15)
and using the orthogonality of the trial functions, we can
obtain a system of N differential equations for the un-
known Fourier coefficients Bl(s) with N algebraic equations
for the relations between unknown coefficients Al(s) and
Bl(s) as

fðlpÞ2 þ a2gAl ¼ a2Bl; ð17Þ
dBl

ds
¼ �fðlpÞ2 þ a2gBl � 2RaD

XN

m¼1

ImlAm; ð18Þ
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where

Iml ¼
Z 1

0

oh0

oz
sinðmpzÞ sinðlpzÞdz

¼ 1

2p2

ð1� expð�ðm� lÞ2p2sÞÞ
ðm� lÞ2

"

�ð1� expð�ðmþ lÞ2p2sÞÞ
ðmþ lÞ2

#
: ð19Þ

Eliminating Al we get

dBl

ds
¼ �fðlpÞ2 þ a2gBl � 2RaD

XN

m¼1

Iml
a2

ða2 þ ðlpÞ2Þ
Bm:

ð20Þ

The system of differential equations of Eq. (20) is solved by
the Runge–Kutta fourth- or fifth-order method. To analyze
the stability limits by solving Eq. (20), the proper initial
conditions are necessary. The most common initial condi-
tion is the white noise condition where all spatial frequen-
cies are present and all Fourier coefficients are set to unity.
This white noise condition is known as the fastest growing
disturbance [6].

In this linear stability analysis, a choice must be made
for the criterion for instability. Under the strong stability
criterion, the strong stability limit ss is defined as the time
when dE/ds = 0. Here, the disturbance thermal energy is
defined as

E1ðsÞ ¼
Z 1

0

h2
1ðz; sÞdz: ð21Þ

The strong stability limit may be relaxed by the relative sta-
bility criterion. Under the relative stability criterion, the
relative instability time sr is determined as

r1 ¼ r0 at s ¼ sr; ð22Þ

where the growth rates of r1 and r0 are defined as

r1 ¼
1

E1

dE1

ds
and r0 ¼

1

E0

dE0

ds
: ð23a&bÞ

Here E0 is basic thermal energy, i.e. E0ðsÞ ¼
R 1

0
h2

0ðz; sÞdz
and using the basic temperature profile of Eq. (8), the
growth rate of basic thermal energy r0 can be obtained as
r0 ¼
s=3�

P1
n¼12=ðnpÞ4ð1� expð�n2p2sÞÞ2 �

P1
n¼12s=ðnpÞ2ð1� expð�n2p2sÞÞ

s2=3þ
P1

n¼12=ðnpÞ6ð1� expð�n2p2sÞÞ2 �
P1

n¼14s=ðnpÞ4ð1� expð�n2p2sÞÞ
: ð24Þ
This relative stability criterion considers the temporal evo-
lution of the basic and disturbance quantities. Taking the
growth rate concept into account, the strong stability crite-
rion corresponds to r1 = 0 and for the limiting case of
s ?1, the above growth rate reduced to r1 = 0 and the
relative stability degenerate into strong stability. The
growth rate defined in Eq. (23a) is relatively insensitive to
the number of terms used in Eq. (16). Therefore, the strong
and relative stability criteria are adopted in the present
work. Even the criteria of E(s)/E(0) = 10n (n = 1,2, . . .)
was adopted as critical criteria [6] and predicted the exper-
imental data quite well, these criteria do not have the deter-
ministic meaning.

For the limiting case of s ? 0 it may be natural that
h1(s,z) = h*(s,f) and w1(s,z) = w*(s,f), considering Eq.
(9). We transform the disturbance equations such that
the eigenfunctions associated with the diffusion operator
are localized around the base-temperature front. Now,
Eqs. (14) and (15) are transformed to the similarity variable
of the base state, f ¼ z=

ffiffiffi
s
p

. Then the perturbation equa-
tions can be expressed as

o2

of2
� a�2

� �
w�1 ¼ a�

2

h�1; ð25Þ

s
oh�1
os
� o2

of2
þ f

2

o

of
� a�2

� �
h�1 ¼ Ra�Dw�1

dh�0
df

ð26Þ

with the following boundary conditions,

w�1 ¼ h�1 ¼ 0 at f ¼ 0 and f!1: ð27Þ

Here a� ¼ a
ffiffiffi
s
p

and Ra�D ¼ RaDs3=2 are the wavenumber
and the Darcy–Rayleigh number rescaled in the self-similar
domain. By following Riaz et al. [3] procedure the stream-
wise operator of the temperature disturbance in the trans-
formed coordinate, f, is expressed as

L ¼ o2

of2
þ f

2

o

of
; ð28Þ

and the temperature disturbance is expanded as

h�1ðs; fÞ ¼
X1
k¼1

AkðsÞ/kðfÞ ð29Þ

with

L/k ¼ kk/kðfÞ ¼ kk expð�f2=4ÞH kðf=2Þ; k ¼ 0; 1; 2; . . .

ð30Þ

The eigenfunctions hk of L are the Hermite polynomials
Hk(f/2) in the semi-infinite domain with weight function
exp(�f2/4). The eigenvalues are kk = �(k + 1)/2 for
k = 0,1,2, . . . The most unstable eigenfunction, i.e. domi-
nant mode solution satisfying the above boundary condi-
tions (27) is given by

/1 ¼ f expð�f2=4Þ and L/1 ¼ �/1ðfÞ; ð31Þ
which are quite different from the conventionally used trial
function [1,6], (bz)mexp(�bz) where b is a scaling factor to
improve the convergence. The first mode of the self-similar
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Fig. 2. Effect of excitation time se on the growth rate of temperature
disturbance.
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diffusion operator decays with time while the rest of the
spectrum decays more rapidly. Therefore the present anal-
ysis corresponds to the one term approximation with the
most dangerous dominant mode solution.

By using the dominant mode solution, h�1 ¼
A1ðsÞf expð�f2=4Þ, substituting it into Eq. (25) and inte-
grating across the domain, we obtain

s
1

A1

dA1

ds
¼ �ð1þ a�2Þ þ Ra�D

w�1
A1

dh�0
df

� �
; ð32aÞ

where

w�1
dh�0
df

� �
¼

R1
0

w�1
dh�0
df dfR1

0 f expð�f2=4Þdf
: ð32bÞ

By solving the following equation

o
2

of2
� a�2

� �
w�1
A1

� �
¼ a�2f expð�f2=4Þ; ð33aÞ

w*(s,f) can be obtained analytically as

w�1
A1

� �
¼ a�

2
expða�fÞff1ðfÞ � f1ð1Þg½

� expð�a�fÞff2ðfÞ � f1ð1Þg� ð33bÞ

where

f1ðfÞ ¼
Z f

0

exp �a�x� x2

4

� �
xdx

¼ expða�2Þ
Z f

0

exp � a� þ x
2

	 
2
� �

xdx; ð33cÞ

and

f2ðfÞ ¼
Z f

0

exp a�x� x2

4

� �
xdx

¼ expð�a�2Þ
Z f

0

exp � �a� þ x
2

	 
2
� �

xdx: ð33dÞ

The driving force for the instability, the integral w�1
dh�0
df

D E
, is

also a function of time and the wavenumber.
From the relative stability condition of Eqs. (22) and

(23) and the basic temperature distribution of Eq. (9) the
following relation can be obtained:

r1 ¼
2

A1

dA1

ds
�
R1

0
f/1ðd/1=dfÞdf

s
R1

0
/2

1df
¼ 5

2s
¼ r0 at s ¼ sr:

ð34Þ

After performing the integration in Eq. (34) using Eq. (31),
at the relative stability condition the relation (1/A1)(dA1 /
ds) = 1/s can be obtained and Eq. (32a) becomes

1 ¼ �ð1þ a�2Þ þ Ra�D
w�

A1

dh�0
df

� �
: ð35Þ

The strong stability condition of dE/ds = 0 means
(1/A1)(dA1 /ds) = �1/(4s). Under the strong stability con-
dition, Eq. (32a) reduces
� 1

4
¼ �ð1þ a�2Þ þ Ra�D

w�

A1

dh�0
df

� �
: ð36Þ

The critical conditions can be determined analytically from
Eqs. (35) and (36) when

oRa�
D

oa� ¼ 0 with the critical wavenum-
ber a�c .
3. Results and discussion

The primary concern of the initial value approaches is
the effect of initial condition on the critical conditions.
Even though the white noise employed in this study has
been known as the fastest growing disturbance, the effect
of the excitation time se on the growth of disturbance has
not been studied thoroughly. Here, the white noise is intro-
duced at several times and its growth is summarized in
Fig. 2. As shown in this figure, the effect of the excitation
time on the disturbance growth is not predominant, i.e.
the critical time is relatively insensitive to the excitation
time. Therefore, in the present study, the white noise
excited at s = 0 is employed as an initial condition.

The general feature of the numerical solution to the sta-
bility equation using the white noise initial conditions is
described in Fig. 3. For a given wave number the distur-
bance initially slowly decays (r1 < 0) until it reach the
strong stability limit and the relative stability limit at which
r1 = 0 and r1 = r0, respectively. And then it grows superex-
ponentially (r1� r0 > 0). In Fig. 4, the strong and relative
stability curves are given as a function of wave number.
The minimum points of each curve constitute the strong
and relative stability limit.

As the time tends toward infinity, the matrix Iml is
almost diagonal. Then the system of differential equations
reduced as

dBl

ds
¼ �fðlpÞ2 þ a2g � 2RaD

a2

ða2 þ ðlpÞ2Þ
Ill

" #
Bl; ð37Þ
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where Ill ¼ s
2
� 1

2p2
f1�expð�4l2p2sÞg

4l2 . The critical time for the
onset of convection can be deduced from Eq. (20) as

fðlpÞ2 þ a2g2 ¼ RaDa2 s� f1� expð�4l2p2sÞg
4l2

� �
at s ¼ sc: ð38Þ

As s ?1, the above result may be reduced as

RaDs � fðlpÞ
2 þ a2g2

a2
: ð39Þ

Therefore, a minimum for the critical time is determined
when

RaDsc � 4p2 at a � p: ð40Þ

The strong and relative critical times are given as a function
of RaD in Fig. 5. As shown in this figure the nominal crit-
ical times vary as sc / Ra�2=3
D for RaD P 103. This means

that the critical times are independent of the depth for large
RaD. The variations of critical wavenumber as a function
of RaD are given in Fig. 6. Here, it is found that the critical
wave lengths are also independent of the depth for large
RaD, i.e. ac / Ra1=3

D for RaD P 104. And, as s ?1, the
approximation of Eq. (40) gives the results that are close
to the strong stability conditions. For the case of
RaD = 104, the temporal evolution of temperature distur-
bance profiles is featured in Fig. 7. During the time period
of 0 < s 6 1.5sr, the temperature disturbance seems to
modulate and finally to converge into a typical distribu-
tion. After this modulation period, the disturbance ampli-
tude seems to keep growing with this spatial profile.

For the limiting case of s ? 0, with the dominant mode
method, the marginal stability curve for the present
absorption system of small time is given in Fig. 8 and the
critical conditions are obtained as
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RaDs3=2
r ¼ 22:819 and a

ffiffiffiffi
sr

p ¼ 0 ¼ 1:07; ð41Þ
RaDs3=2

s ¼ 11:282 and a
ffiffiffiffi
ss

p ¼ 0 ¼ 0:90: ð42Þ

These conditions are compared with the previous finite s
case in Fig. 5. Riaz et al. [3] claimed that this dominant
mode method would yield exact results for small times
but deviates from the exact solution for large times.

Foster [17] commented that with correct dimensional
relations the relation of s0 ffi 4sc would be kept for the case
of horizontal fluid layers heated isothermally from below.
This means that the growth period for disturbances to
grow is required until they are detected experimentally.
Therefore, it seems evident that the predicted onset time
tc is smaller than the detection time t0. This means that a
fastest growing mode of instabilities, which set in at
t = tc, will grow with time until manifest motion is first
detected experimentally. If we choose sr as sc, the critical
time can be expressed as
sc ¼ 7:72Ra�2=3
D for RaD P 103: ð43Þ

For the present system the Darcy–Rayleigh number based
on the temperature difference is RaDs, so the critical condi-
tion of Eq. (43) is rearranged as

sc ¼
21:43

RD

� �2

¼ 459R�2
D ; ð44Þ

where RD = RaDs. From the Foster’s comment (s0 ffi 4sc),
the following relation can be obtained as

s0 ffi 4sc ¼ 1836R�2
D : ð45Þ

Since the temperature difference increase continuously dur-
ing the growth period (sc 6 s 6 s0), the detection time s0

may be suggested as

s0 ¼ 1836ðRaDs0Þ�2
: ð46Þ

The present stability criteria compare well with Kaviany’s
[7] theoretical and experimental ones, as shown in Fig. 9.
It is known that the relative stability limit, which is based
on Eq. (46), is a good criterion to predict the critical time
in the simple thermal systems.

4. Conclusion

The onset of buoyancy-driven motion in a fluid-satu-
rated, horizontal porous layer heated from below with
time-dependent manner has been analyzed analytically by
using linear stability theory. The new stability criteria are
introduced and analyzed by employing the initial value
approach with the proper initial condition. The present sta-
bility criteria bound reasonably well extant experimental
data. It seems that for deep-pool systems manifest convec-
tion is detected at t0, considering experimental and theoret-
ical results and for s 6 s0 velocity disturbances are too
weak to be observable experimentally. This means that
convective motion will be detected experimentally at
s = 4sr. The present results show that the present stability
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criteria can be applied to the stability analysis of the por-
ous-saturated fluid systems.
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